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� 20 ecoclimatic 
Domains that 
represent distinct 
regions of vegetation, 
landforms, and 
ecosystem dynamics

� 81 field sites across 
the continent

National Ecological Observatory 
Network 



NEON data
• NEON has a large amount of data that is shared with the community through their 

data portal
• For some data, such as sensor measurements, the portal provides an interactive 

navigation system
• For others, like Airborne Observation Platforms data, there is a long list of image files…

• There is a need to present 
all AOP data interactively, 
where the users can 
preview, navigate, and 
select/access/download
the data they need

Atmospheric data

AOP data



NEON Airborne 
Operational 
Platform Data

• NEON – National Ecological 
Observatory Network

• 59 AOP sites
• 1-2 datasets per site/year
• Dataset size range from 20 to 300GB  
• Total data collection 100s TBs



Access to Airborne Remote Sensing Data

Data Collection



Data analysis and visualization pipeline



OpenVisus streaming visualization 
powered by Intel OSPRay

� Large scale combustion simulations
� Neuroscience data (600GB microscopy 

scan of Macaque monkey visual cortex)

� OpenVisus data streaming for large scale 
simulation

� High quality rendering at high framerate 
on local workstations using Intel OSPRay 



Gradient domain image processing
Input                                      with FFT solver                 with iterative solver



Gradient domain image processing

� images processed in the gradient space (not pixel)
� find the closest smooth image to the guiding gradient 

with a minimal least squared error
� equivalent to solving a 2D Poisson equation

� direct solutions can be fast using FFT, but with low accuracy

� or by discretizing the equations into a large linear system that 
can be solved iteratively (e.g., Conjugate Gradient)

� Requires to build and solve the system in memory



Challenges with NEON AOP data
Remove major artifacts that prevent a scientific investigation 

Input                                                                                                         with iterative solver
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Code conversion from CUDA to SYCL 



Code conversion from CUDA to SYCL 



Experimental study: multiple solver iterations

Prior Intel® DevCloud for oneAPI
     Intel CPU: 11th Gen Intel® Core™ i9-11900KB @ 3.30GHz
     Intel GPU: Intel® Xeon® E-2176 P630 processors (2018)



Experimental Study: Increasing problem size on 
different computing platforms

-     CPUIntel® Xeon® Platinum 8480
- GPU Intel® Data Center GPU Max 1100
- GPU Nvidia RTX A6000

Data:
• Results_v1
• Results_v2

https://visus.org/viewer/viewer.html?server=https://atlantis.sci.utah.edu/mod_visus?&dataset=neon_arik_after500&field=data&bH=1.7&bW=2.6918687589158345&bX=-0.8459343794579173&bY=0&bD=0&time=0&baseMap=undefined&palette=&palette_min=0&palette_max=1
https://visus.org/viewer/viewer.html?server=https://atlantis.sci.utah.edu/mod_visus?&dataset=neon_arik_after750&field=data&bH=1.7&bW=2.6918687589158345&bX=-0.8459343794579173&bY=0&bD=0&time=0&baseMap=undefined&palette=&palette_min=0&palette_max=1


Execution Model



Migration CUDA->SYCL
Kernel functions

CUDA

SYCL



Memory Model

Shared memory

Global, constant and unified memory



Migrate CUDA->SYCL
CUBLAS  -> Intel OneMKL (Math Kernel Library)

CUDA

Intel OneMKL



Conclusions

- SYCL enabled portability of software for use in the Cloud on different 
computing devices

- The Intel OneAPI compatibility tools allowed easy transition from vendor 
specific implementation of image blending algorithm to SYCL

- Experimental results demonstrated great performance portability
- Next Steps: SYCL implementation of ZFP compression library

Reference: "Interactive Visualization and Portable Image Blending of Massive Aerial Image Mosaics”. Steve Petruzza, Brian Summa, 
Amy Gooch, Christine Laney, Tristan Goulden, John Schreiner, Steven Callahan, Valerio Pascucci.
In press at International Workshop on Big Data Analytics for Climate Change, IEEE International Conference on Big Data, 2023


