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Executive Summary

What are Intel Cloud Optimization Modules? 
The Intel Cloud Optimization Modules (ICOMs) are open-source codebases with codified Intel AI software  
optimizations and instructions built specifically for each Cloud Service Provider (CSP).  The ICOMs are built with 
production AI developers in mind, leveraging popular AI frameworks within the context of cloud services.

Target Audience:
Enterprise Cloud AI Developer

Landing Page:
https://www.intel.com/content/www/us/en/developer/topic-technology/cloud-optimization.html 

https://www.intel.com/content/www/us/en/developer/topic-technology/cloud-optimization.html
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Technical Stack

Hardware

Cloud 
Services

Intel oneAPI 
Optimizations

AI Tools

DevOps

oneDAL oneDNN oneCCL oneMKL

Azure Kubernetes
Services (AKS)

Azure Container
Registry (ACR)
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Content Package

*Dependency on enterprise account managers

1. GitHub Repository 2. Whitepaper 4. Video Series (Coming Soon)

3. Cheatsheet 5. Office Hours – Registration
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ICOM for AWS: XGBoost on SageMaker

Overview: SageMaker is a fully managed machine learning service on the AWS cloud. The motivation behind this 
platform is to make it easy to build robust machine learning pipelines on top of managed AWS cloud services. You 
can learn how to inject your custom training and inference code into a prebuilt SageMaker pipeline. This module 
enables you to use Intel® AI Analytics Toolkit accelerated software in SageMaker pipelines.

Open-Source Implementation: https://github.com/intel/intel-cloud-optimizations-aws 

https://github.com/intel/intel-cloud-optimizations-aws
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ICOM for AWS: XGBoost on Kubernetes

Overview: Build and deploy ML applications with XGBoost on AWS with Kubernetes with built-in Intel AI 
optimizations. We introduce the AWS services that we will use in the process, including Amazon Elastic Kubernetes 
Service (EKS), Amazon Elastic Container Registry (ECR), Amazon Elastic Compute Cloud (EC2), and Elastic Load 
Balancer (ELB).

Open-Source Implementation: https://github.com/intel/intel-cloud-optimizations-aws 

https://github.com/intel/intel-cloud-optimizations-aws
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ICOM for Microsoft Azure: XGBoost Pipeline on Kubernetes

Overview: Build and deploy highly available and scalable AI applications on Microsoft Azure with Kubernetes. The 
machine learning component of the module focuses on predicting the probability of a loan default using Intel® 
Optimization for XGBoost* and Intel® oneAPI Data Analytics Library (oneDAL) to accelerate model training and 
inference. We also demonstrate how to use incremental training of the XGBoost model as new data becomes 
available.

Open-Source Implementation: https://github.com/intel/intel-cloud-optimizations-azure 

https://github.com/intel/intel-cloud-optimizations-azure


9

ICOM for Microsoft Azure: XGBoost Kubeflow Pipeline

Overview: Build and deploy accelerated AI applications on Kubeflow. The module is designed to maximize the 
performance and productivity of XGBoost with a loan default prediction problem. This set of reference architectures 
for Microsoft Azure also takes advantage of secure and confidential computing virtual machines leveraging Intel® 
Software Guard Extensions (Intel® SGX) on the Azure cloud.

Open-Source Implementation: https://github.com/intel/intel-cloud-optimizations-azure 

https://github.com/intel/intel-cloud-optimizations-azure
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ICOM for AWS: GPT2-Small Distributed Training
Overview: Learn how to fine-tune a GPT2-small (124M parameter) model on a cluster of CPUs on AWS. The 
objective here is not to arrive at a chatGPT-like AI model, but rather to understand how to set up distributed training 
so that you can fine-tune to your specific objective. The result will be a base LLM that can generate words (or tokens), 
but it will only be suitable for your use-case when you train it on your specific task and dataset. The GPT2-Small 
model is trained on the OpenWebText dataset in a distributed setting, using 3rd or 4th Gen. Intel® Xeon® Scalable 
Processors. The project builds upon the initial codebase of nanoGPT, by Andrej Karpathy.

Open-Source Implementation: https://github.com/intel/intel-cloud-optimizations-aws 

https://github.com/intel/intel-cloud-optimizations-aws
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And more!
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Next Steps

• Learn more about all of our Intel Cloud Optimization Modules here:
• https://www.intel.com/content/www/us/en/developer/topic-technology/cloud-optimization.html  

• Register for Office Hours here for help on your ICOM implementation:
• https://software.seek.intel.com/SupportFromIntelExperts-Reg

• Come chat with us on our Intel DevHub Discord server to keep interacting with fellow developers:
• https://discord.gg/rv2Gp55UJQ 

• Stay connected with me on social media:
• Benjamin Consolvo | AI Solutions Engineer Manager, Intel
• LinkedIn: https://linkedin.com/in/bconsolvo 
• Twitter: https://twitter.com/bpconsolvo 

https://www.intel.com/content/www/us/en/developer/topic-technology/cloud-optimization.html
https://software.seek.intel.com/SupportFromIntelExperts-Reg
https://discord.gg/rv2Gp55UJQ
https://linkedin.com/in/bconsolvo
https://twitter.com/bpconsolvo



