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Outline
• AI-Lab introduction
• Dialog management and question answer systems
• nGraph Library overview
• Memory-network model building blocks
• Code walk through and demonstration
• Next steps
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Intel® AI Lab

Capabilities

Tools

Image/Video

Audio

Reward (RL)

Robotic movements

ADAS/Navigation

Understanding and 
planning

Sensory Action

Reinforcement Learning Coach Intel® nGraph™ neon™

Tensorflow* Pytorch* Mxnet* Caffe*

NLP/NLU

Text answers

Speech generation

*Other names and brands may be claimed as the property of others.
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NLP Library Data ScienceNLP Research
Intel® AI Lab Natural Language Processing (NLP)

Layers/Compute Ops

Topologies

NLP Components

NLP applications

NLP use cases

NLP Library

Building an open and flexible NLP 
library using Intel technologies

• Knowledge Management
• Document Understanding
• Dialogue System
• Information Extraction
• Opinion Mining
• Content Optimization

Data Science

Applied NLP to domain use cases 
and build business applications 
with Intel customers

NLP Research

Develop SOTA and innovative 
models, Optimize for pioneering 
AI hardware

Tools (INTEL® NGRAPH™, NEON, 
TENSORFLOW)



Use Cases

Building 
Blocks

Intel® AI Lab NLP Architect – an open and flexible stack
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Framework Tools

https://github.com/NervanaSystems/nlp-architect

w2v (Bi)LSTM ConvolutionalRecurrent

Business Solutions Core Libraries APIs

DL Layers

DL Topologies

NLU components

Applications

Usage

NER NP Parser Intent …LM

TranslationTopic Analysis Sentiment Analysis

Text 
SummarizationMachine Reading

Dialogue System

Trend Analysis Q&A

Relation Extraction

…

Seq2seq Attention Memory 
network

Knowledge 
graph GAN …

Use Cases

Building 
Blocks

QRNN …

Intel® nGraph™ neon™ Tensorflow* Pytorch* other libsFramework Tools

CPU GPU NNPHardware



Hands-ON Lab Setup
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• Code: https://github.com/NervanaSystems/ai-lab-
nlp/tree/master/core_models/memn2n_dialogue

• Trained model and code download: 
https://tinyurl.com/y7hocn8s

• Setup:
– cd ai_lab_nlp
– virtualenv .venv
– . .venv/bin/activate
– python setup.py install
– cd ai_lab_nlp/core_models/memn2n_dialogue/
– pip install –r requirements.txt

• Training:
– python train_model.py --task 5 --weights_save_path

memn2n_weights.npz --data_dir . --test

• Inference:
– python interactive.py --task 5 –model_file memn2n_weights.npz





What is a Question & Answering system?
“Most, if not all, tasks in natural language processing can be cast as a 
question answering problem” – Kumar et al. 1

• Open Domain Dialogue
– Conversational agents

• Goal Oriented Dialogue
– Information retrieval
– Reading comprehension
– Personal assistant / concierge

1 arXiv:1506.07285
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Open Domain: Conversational Agents 
• Traditionally trained as a language model on raw dialogues
• Datasets: Movie Subtitles, Chat-room logs (Ubuntu IT help)

• Recent approaches use encoder-decoder models to predict the next 
word conditioned on the last response or history of conversation.
• Very limited contextual memory
• Virtually no domain specificity

Human: “How much is two plus two?”
Machine: “four.”
Human: “How much is ten minus two?”
Machine: “seventy-two.”

Human: “What is your job?”
Machine: “I’m a lawyer.”
Human: “What do you do?”
Machine: “I’m a doctor.”



12

Information Retrieval
• Trained on question/answer pairs with associated knowledge base 

or textual knowledge source
• Typically singe-turn dialog, works best with highly structured knowledge 

base
• Domain is closed to simple informational questions

KB entries for Blade Runner:
Blade Runner directed_by Ridley Scott

Blade Runner release_year 1982

Blade Runner starring Harrison Ford

Blade Runner distributed_by Warner Bros.

Human: “Ridley Scott directed 
which films?”
Machine: “Blade Runner”
Human: “What year was the movie 
Blade Runner released?”
Machine: “1982”
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Reading Comprehension
• Given a story/document as context, structured answer/question 

pairs
• Trained using (story, question, answer) triplets.
• More relaxed than information retrieval tasks, questions are typically 

more challenging and focused on the provided short story

Story:
The BBC producer allegedly struck by 
Jeremy Clarkson will not press charges 
against the “Top Gear” host, his lawyer 
said Friday. ..... the British broadcaster 
found he had subjected producer Oisin
Tymon “to an unprovoked physical and 
verbal attack.”

Question:
Which producer will not press 
charges again Jeremy Clarkson?
Answer:

Oisin Tymon
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Personal Assistant / Concierge 
• Making reservations, automated customer support
• Typically trained with a dialogue simulator
• Multiple turn dialogue where most important goal is ultimate outcome

Human: “I’d like to book dinner for 6 tonight at an Italian restaurant.”
Machine: “Ok, what price range would you like?”
Human: “Expensive”
Machine: api_call(Italian, 6, expensive)
Machine: What do you think of ‘Enoteca Adriano’?





Intent-based Dialog Agents
Most commercial dialogue agents:

– Multiple separately trained components joined with logic
– Expensive to gather labeled data 



End-to-end dialogue agents
Remove rigid dialogue structure and train a single model with input / 
output pairs – allow the model to maintain it’s own latent dialogue state

Advantages:
• Data requirements are significantly less expensive
• Has the potential to learn new tasks via raw conversational data
• Can handle long open-ended conversations
• Can combine knowledge from the full conversation to solve complex 

tasks and implicitly handle edge-cases



Memory Networks
Memory Networks have four generalized component networks:

• I: (input feature map) map input to the internal feature space

• G: (generalization) update memories given new input

• O: (output) produce new output in feature space using memories

• R: (response) map output O to natural language response

Weights can be shared between components
1 arXiv:1410.3915
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Overall Idea:
• Allow network to query the memories and receive the most relevant 

memories as additional input before generating an output.

End-to-End Memory Networks

1 arXiv:1503.08895



Memory Module

Dot Product

Softmax

Weighted Sum

To controller
(added to 
controller state)

Addressing signal
(controller 
state vector)

Memory vectors

Attention weights
/ Soft address

Source: http://www.thespermwhale.com/jaseweston/icml2016/ 



Example 

Question

Where is Sam?

Input story

Memory Module
C

ontroller

kitchenAnswer

Dot product + softmax

Weighted Sum

2: Sam went 
to kitchen

1: Sam moved
to garden

3: Sam drops
apple there

Source: http://www.thespermwhale.com/jaseweston/icml2016/ 
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End-to-End Memory Networks (1-hop)
Input:

- Embed question as Bag-of-Words
- Embed each memory as Bag-of-Words

Query:
- Dot question embedding with each memory embedding
- Softmax over these dot products to get similarity of 

question with each memory

Output:
- Take weighted sum of memory embeddings (weighted by 

softmax output)
- Add weighted sum of memory embeddings to Question 

embedding

Respond:
- Apply final linear layer w/ softmax & predict output word
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End-to-End Memory Networks (1-hop)



Memory 
Module

Controller 
module

Input

Output
supervision

Memory vectors
(unordered)

Internal state
vector

End-to-End Memory Networks (3-hops)

Source: http://www.thespermwhale.com/jaseweston/icml2016/ 
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• Each ‘hop’ consists of a ‘read’ from memory and sum into internal 
model state u.

• To perform multiple hops, simply read & sum multiple times before 
predicting answer with internal state – improves results.

End-to-End Memory Networks (Multiple hops)
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Cool. What can they do?
• Memory is flexible and persistent 

– Can store any information that would help answering queries. 

• For dialogue:
– Memory = History of conversation

• For information retrieval:
– Memory = Knowledge base entries

• For reading comprehension:
– Memory = Story / document sentences



bAbI Goal oriented 
Dialogue dataset
• Synthetic dataset used as 

a baseline for goal 
oriented dialogue systems

• Designed as a 
conversation between a 
customer and a restaurant 
booking agent (the bot)

• Divided into 4 separate 
tasks to for partial 
accuracy analysis. 5th task 
is full dialogue.

arXiv:1605.07683
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Goal Oriented Dialogue Performance



Key-Value Memory Networks
• Extension of end-to-end Memory Networks with dictionary style 

memory lookup
• Arbitrary mapping between lookup-keys and values allows network 

designer to incorporate domain knowledge

29

arXiv:1606.03126
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WikiMovies dataset
• Possible knowledge representations:
• Raw Wikipedia document
• Knowledge base of entities and relations 
• Either human annotated or created through 

Information Extraction techniques

• 100,000 Q&A pairs with 13 question types 
corresponding to relations in  knowledge 
graph



Memory representations 
• Sentence-level

– Key & Value are both identical BOW 
vector representations of each sentence 

• Window-level
– Key: window of n words (as BOW)
– Value: (entity) word in center of window

• Window-level + Title
– Key: window of n words + document 

title (as BOW)
– Value: document title
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Intel® Ngraph™
• An open source library for developers of Deep Learning systems
• In-memory intermediate representation (IR) for deep learning
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More information on nGraph™ Python

• Python Wrapper Github Repository
– https://github.com/NervanaSystems/ngraph-python

• Documentation
– http://ngraph.nervanasys.com/docs/legacy/
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Tensor
• Attributes:
• dtype: the type of the elements
• rank: number of dimensions
• shape: an n-tuple of non-negative integers. The length of the tuple 

is the rank
• All weight matrices, inputs, outputs, and internal states are 

represented as Tensors.
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Axes
• Labels a dimension (and size of dimension) of a tensor
• Convenient – dimensions of tensors can be specified w/o 

calculating lengths
• Safe – Prevents interference between distinct axes with same 

lengths 
• Generic – Order of axes does for multidimensional tensor does not 

imply specific data layout or striding 



37

Fully Connected Layers 
• Used as an intermediate projection in between 

memory hops.
• ng.dot() is used to perform a Matrix-vector 

multiplication.
• Axes are redefined to match that of the original 

internal state so they can be added.
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Lookup Table 
• Mapping from one object space to another – often used as a 

word embedding layer
• Decrease dimensionality
• Map from vocab-size one-hot vector to dense embedding-

size vector
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Softmax 
• Useful for multiclass classification
• Generates normalized probability distribution from un-normalized 

vector input
• All values between 0-1 and sum to 1



End to End Dialog System Demo
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• Open your AWS EC2 link
– ip_address.us-west-1.compute.amazonaws.com:8888/tree#running
– A notebook and a terminal, these can be accessed under the 

”Running” tab
– Password: aidc2018

• Training:
– In the jupyter notebook

• Inference:
– In the terminal
– python interactive.py --task 5 --data_dir ../ --model_file

memn2n_weights.npz



NIPS 2018 – ConvAI2
• The Conversational Intelligence Challenge 2

–Develop a conversational agent based on the Persona-Chat dataset1

• Key-Value Memory networks are an excellent baseline!  
• http://convai.io/

1 arXiv:1801.07243



ConvAI2 Demo
• https://github.com/Deep

Pavlov/convai
• You’ll find simple 

integration with the ParlAI
dataset interface and 
simple baseline in ngraph
included in the provided 
code

• Submission deadline 
September 30th
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Questions?
• https://github.com/NervanaSystems/nlp-architect

• Andy  ✉ andy.a.keller@intel.com
• Anna ✉ anna.bethke@intel.com T: @data_beth
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Notices and Disclaimers
• Software and workloads used in performance tests may have been optimized for performance only on Intel 

microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, 
components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should 
consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the 
performance of that product when combined with other products. For more complete information visit: 
http://www.intel.com/performance. 

• Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or 
configuration will affect actual performance. Consult other sources of information to evaluate performance as you consider your 
purchase. For more complete information about performance and benchmark results, visit www.intel.com/benchmarks.

• Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service 
activation. Performance varies depending on system configuration. No computer system can be absolutely secure. Check with 
your system manufacturer or retailer or learn more at intel.com.

• The products described may contain design defects or errors known as errata which may cause the product to deviate 
from published specifications. Current characterized errata are available on request.

• Intel, the Intel logo, Xeon, Xeon Phi and Nervana are trademarks of Intel Corporation in the U.S. and/or other countries.
• *Other names and brands may be claimed as the property of others
• © 2018 Intel Corporation. All rights reserved.




