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ERAS OF DATABASE TECHNOLOGY

SQL Era

Common
interface

1970 1980 1990

ORACLE PostgreSQL

SQL = Structured Query Language

| Source: The BigDAWG Polystore System and

Third party names are the property of their owners Ar-ch_._itect re, HPEC'2016, Vijay Gadepally INTEL AI DEVEON 2018



DATAIN THE REAL WORLD
MESSY, HETEROGENEOUS, COMPLEX, STREAMING ..

 Consider patient data in an Intensive Care Unit (e.g. MIMIC Il data set*)

Arrays  EKG traces ‘ ) E:)emographic oS
: : e Blood o Caregiver
Time Series oxygen T ~ \ notes documents
— . o=l (& « Medical
ime Series  Blood FCWL)}.] h tables
ts
pressure AR // char
Arrays « EEG traces </E:;4\Y * Lab TfSt tables
resutts
* Xray, MR, .
ot images

Time series and tabular data are stored in a DBMS.

Other data? Flat files

* MIMIC: Multiparameter Intelligent Monitoring in
Intensive Care, http://www.physionet.org/mimic2

INTEL A1 DEVCON 2018




Analysis of published MIMICII papers

10004
W % - - .
E 100| @ databases Data in flat-files is
S x nearly equivalent to
g .
- 10| deleting the data
o .
0 - @ files*
= 1 l |
= 1000x N
GB TB PB

Data Volume

We must Bring the power of a DBMS to all data

DBMS: database management systems

*Based on PhysioNet
MIMIC2 ICU data

Sour______c____e-—:*"\’ﬁia H'G'"étd..g_pally of MIT Lincoln labs, 2015
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SHOULD WE CRAM ALL THE DATAINTO ONE DBMS?
NOI!T  ONE SIZE DOES NOT FIT ALL*

Typical DB Operations

100000
= = PostGRES - Count Entries Worse
= « SciDB - Count Entries

:g,q 0000 =P 0StGRES - Discrete Entries

c

o ====SCiDB - Discrete Entries

@ 1000 -

R

.g

pu 100 R

7]

™

o

'; 10

= 103 104 10° 106 107

- Number of Database Entries Better

*Stonebraker, Michael, and Ugur Cetintemel. " One size fits all": an idea whose time has come
and gone." 217st International Conference on Data Engineering (ICDE'05). IEEE, 2005.

Third Party Names are the property of their owners INTEL A DEVCON 2018



ERAS OF DATABASE TECHNOLOGY

SQL Era NoSQL Era NewSQL Era Future

Common Rapid ingest Fast analytics Polystore:

interface for internet inside matching data
search databases to the storage

engine

‘The BigDAWG Poiystare System

1970 1980 1990 2006 Relational (SQL)

" [ S N A ) ) )
ORACLE  PostgreSQL ==L PScil B [6000000060
(i

SQL = Structured Query Language NoSQL = Not only SQL

sOurce The BigDAWG Polystore System and
Third party names are the property of their owners e Arcl_j____._itect re, HPEC'2016, Vijay Gadepally INTEL AI DEVCON 2018




THE BIGDAWG POLYSTORE SYSTEM

BigDAWG
—Polystore: match data to
the storage engine

Visualizations Clients Applications

BigDAWG Common Interface/API

BigDAWG Islands

: key-value
— A data -model + query Relational Island Array Island sland
operations * \ * 4
—One or more storage Shlm Shim Sh,m Shlm
engines v
—“Shim” connects a
BigDAWG island to a data
: Cast Cast
engine
SQL NewSQL NoSQL

—“Cast” migrates data from _
one storage engine to [POStgfeSQL} [ SciDB } [ Accumulo }

another _ _
http://bigdawg.mit.edu/ A||][;




m Polystores in the Cloud C')Myria

Myria: a Polystore system from the University of Washington ... for on-premise clusters or in the cloud!
* A python-like, high level query language: MyrialL

 RACO: Relational Algebra COmpiler. Query optimizer/executor that targets multiple back-ends.

» A data-flow, execution engine for relational-algebras with iteration: MyriaX

Myrial and SQL

RACO Middleware
Translation, Optimization, Orchestration

MyriaX =] Spark SciDB
| Relational " Relationalw Array |

Data Transfer with PipeGen

Source: Daniel Halperin, Victor Teixeira de Almeida, Lee Lee Choo, Shumo Chu, Paraschos Koutris, Dominik Moritz, Jennifer Ortiz, Vaspol
Ruamviboonsuk, Jingjing Wang, Andrew Whitaker, Shengliang Xu, Magdalena Balazinska, Bill Howe, and Dan Suciu.
Database Group & eScience Institute, University of Washington

_| i Third Party Names are the Property of their Owners.
- INTEL AI EVCON 2018




Analytics to predict “fatal” cardiac events

Input K Signa_l \ /Coefficient Binning and Weighting\ /Clustering\ Output
Processing
Discrete F Freq.
1000s of Wavelet C;Z‘#:;Z% Coefficient k-Nearest Top-K
Patient ECGs Transform Outlier il Neighbors g Clusters

Binning

Weighting

(DWT)

 Goal: Find patients with similar ECG time-series*
e Perform Discrete Wavelet Transform of ECG
* Generate wavelet coefficient histogram
 TF-IDF waveform coefficients (weight rare changes higher)
e Cluster and correlate against other ECGs

TF-IDF=Term Frequency-Inverse Document Frequency
ECG = Electrocardiogram

* A novel method for the efficient retrieval of similar multiparamete

series using wavelet-based symbolic representations, Saeed & Mar INTEL AI DEVCON 2018



POLYSTORE ANALYTICS PERFORMANCE

Medical informatics ECG Waveform/Clustering/Cardiac-event study

N\ . ‘ <D
oo MK Tansiom

©

O

(7))

>

> ‘

o . NNl Il Term Frequency-
S Myria w\wk Inverse Document
S ’ Frequency

N

o

I_

7 K-Nearest Neighbors

0 50 100 150 200 250 300
Better Time Taken (Seconds) Worse

Third Party Names are the Property of their ::'C"Swn\e_rs.
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POLYSTORE ANALYTICS PERFORMANCE

Medical informatics ECG Waveform/Clustering/Cardiac-event study

N\ 7
ssos NSRS/
- \ ,
(D]
(7))
D
> .
|2
S Myria \ ?
o p,
c
e
O
@ 8 /
%
Hybrid \ 7
YR N\
0 50 100 150 200 250 300
Better Time Taken (Seconds) Worse

Third Party Names are the Property of their ::'C"Swn\e_rs.

~ Discrete Wavelet
Transform

mTerm Frequency-
Inverse Document
Frequency

7 K-Nearest Neighbors
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CONCLUSION: THERE IS GREAT VALUE IN SPECIALIZING THE STORAGE ENGINE TO THE
DATA

w Count and Find Operations
NN it Term Frequency-lnverse + SQL database (PostgreSQL) better for some operations than Array database (SciDB)

Document Frequency *Stonebraker, Michael, and Ugur Cetintemel. " One size fits all"; an idea whose time has come and gone."
T 21st International Conference on Data Engineering (ICDE'05). IEEE, 2005.
3 Third Party Names are the prop IKTEL Al DEYEDN 2018
Hybrid \ |||
llfe

So we should cram all the data into one DBMS?
NOlll One Size Does Not Fit All*
Typical DB Operations
700000 Worse
= = PostGRES - Count Entries
= = SciDB - Count Entries
H %“10000 = P0stGRES - Discrete Entries
Polystore Analytics Performance 5 DB Diecrete Emis
Medical informatics ECG Waveform/Clustering/Cardiac-event study § 1000
V peg [ L
SciDB ¢
«o= NG 7777; @ . ousrsemaveatuansom |~ |2

B o 10 100 10 105 106 107 Better
7] i £
=) [= Number of Database Entries
>
3 Myria
)
c
i =
o
=

2 K-Nearest Neighbors

0 50 100 150 200 250 300
Time Taken (Seconds)

Better

Third Party Names are the Property of their r
Owners. - IKTEL A DEFCON 2018
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TYPES OF DATA AND THEIR STORAGE ENGINES

RelatiOn tableS [Student ID] [First Name] [Last Name] [State]
[1534] [Robert] [Paulson] [Dead]
[1324] [Honey] [Bunny] [Mushy]
[1134] [Beatrix] [Kiddo] [Angry] PostgreSQL
I [<idO0O1> performer: Nancy Sinatra] [<id002> song: Woo Hoo] i
Key value pairs e NN

[<id002> performer: The 5,6,7,8's] [<idOO1> song: Bang Bang]

- e

Third Party Names are the Property of their Own_ers.




ARRAYS IN BIG DATA PROBLEMS:

GEOSPATIAL DATA WITH (LATITUDE, LONGITUDE) COORDINATES

1.8x10°
Automatic ID 610"
system (AIS) data - A
set showing ship 14010° |
locations as a
function of time in 1.210° |
and around U.S. -
waters tx10” |
8x10’ — — — — — .
] 2x10 4x10 6x10 8x10 1x10 1.2%10

Source: https://marinecadastre.gov/ais/



Arrays in Big Data problems:
Graphs can be represented as a 2D sparse array

THESE TWO DIAGRAMS ARE EQUIVALENT REPRESENTATIONS OF A GRAPH.

from
1 7
1 ®
5
®
o ® O
0 | ®
@ @
@ o
7 @ ®
AT

A = the adjacency matrix ... Elements denote edges between vertices
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ARRAY DATA SETS

What do these two examples have in common?

1.8x10®

1.6x10° |

14x10° |

1.2x10% }

1x10® b

? 1 1 L 1 Il
8x10
0 2107 ax10’ ex10”  ex10’ 0% 1ax0®

The arrays are sparse. Existing array storage engines do OK with dense
arrays, but sparse data is challenging for them.

INTEL A1 DEVCON 2018



TILEDB ANEW ARRAY DATA STORAGE MANAGER:
OPTIMIZED FOR SPARSE ARRAYS

Logical representation Physical representation
attribute values coordinates Files
@, a,, ..., ay)
cell
empty cell
tile

Tile: Atomic unit of processing

Manage array storage as tiles of different shape/size in the
index space, but with ~equal number of non-empty cells A!D!;!NQ




ARRAYS IN BIG DATA PROBLEMS:

GEOSPATIAL DATA WITH (LATITUDE, LONGITUDE) COORDINATES

1.8010°

: 1.6x10% b
Automatic ID °

system (AlS) data
set showing ship

locations as a tiles |
function of time in
and around U.S.
waters

1.ax10% b

1x10% b

0 26107 ax10" 6x10° Bx10° mo®  1.200°

Source: https://marinecadastre.gov/ais/



TileDB Concepts & Features

. ‘ Although data are multi-dimensional ...

data storage is single-dimensional

v We need to define a cell order

Source: The TileDB Array Data Storagé Manager, S apadopol
Kushal Datta, Samuel Madden, Tim Mattson, VLDB 2017 INTEL A DEVCON 2018



TileDB Concepts & Features

CELL ORDER & TILING

space tile extents: 4x2 space tile extents: 2x2 space tile extents: 2x2
tile order: row-major tile order: row-major tile order: column-major
cell order: row-major cell order: row-major cell order: row-major

space tiles
s

INTEL A1 DEVCON 2018



TileDB Concepts & Features

CELL ORDER & TILING

space tile extents: 4x2 space tile extents: 2x2 space tile extents: 2x2

tile order: row-major tile order: row-major tile order: column-major
cell order: row-major cell order: row-major cell order: row-major
capacity: 2 capacity: 2 capacity: 2

space tiles

-

4 >

data tiles

Source: The TileDB Array Data Storage Manager, Stavros .
Kushal Datta, Samuel Madden, Tim Mattson, VLDB 2017 INTEL A DEVEON 208




SPARSE DATA: LOAD PERFORMANGE

TileDB
5 | TileDB+Z $> +7 == with
107 Ve compression (Gzip)
10° ;
@10*
£
g103 _________________________________________________

Single Instance load of
AlS ship location data

7777777

77

/72227

6GB 12GB 24GB
Dataset size

Third Party Names are the Property of their Owners.

Source: Papadopoulos, Datta, Madden, Mattson INTELAI DEVCON 2018



SPARSE DATA: SUBARRAY QUERIES

e Select asparse region
and a sparse sub-array of
size “Result size”.

. Randomly shift the 5
subarray 50 time. E

e Return cell coordinates

that fall inside the
subarray

Third Party Names are the Property of their Owners.

Source: Papadopoulos, Datta, Madden, Mattson

+Z == with
compression

TileDB
5 | TileDB+Z Eome—
10 .. ................................................................................ Vertica-.'-z :4'7“
SciDB
10°
10]
0
10 \
10-1 .................. \
N
i ER B \
1073 N\
10K 100K iM

Result size

(Gzip)

AlS ship
location data
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TileDB Concepts & Features

UPDATES

Fragment #1
(dense)

1 2

= W NN =

3 4

N N o

1

Fragment #2
(dense)

2

3 4

112 | 113
M NN

114 115
000 | PPPP

1 g"'é M

Tim Mattson,

= W N =

Fragment #3
(sparse)

1 2 3 4

" Em

Collective logical array view

e . L

1

2

3 4

114 115
000 PPPP
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DENSE ARRAY: RANDOM UPDATES T0 4 GB ARRAY

6
10 TileDB _
T I TileDB+Z ‘\ c;i;:e\;vsl,:gn
10 HDF5 7 b
SciDB s
e TileDB’s serial, fragment 104 e SciDB+Z I ‘/
updates optimized $ $9 $ 9%
o) cases where
* SciDB uses chunk based E the run hung
updates and did not
finish.
« HDF5 uses in-place/in-
file updates
107" N
100K

Third Party Names are the Property of their Owners.

Source: Papadopoulos, Datta, Madden, Mattson
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TileDB Concepts & Features

PHYSICAL ORGANIZATION

Logical View

space tile extents: 2x2
ile order: row-major

cell order: row-major
1 2 3 4

Files
(binary format)

al.tdb [0 1234567891011 12 13 14 15 |

a2.tdb |0 1 3 6 10 11 13 16 20 21 23 26 30 31 33 36 |

a2_var.tdb |a bb ccc dddd e ff ggg hhhh i jj kkk 1111 m .. |

File organization

—

my_array_ A
.__consolidation lock.tdb
__array_ schema.tdb
Efj __00332a0b8c6426153_1458759561320
] al.tdb
az.tdb
a2 var.tdb

__book_keeping.tdb.gz

__tiledb fragment.tdb

Source: T he TileDB Array Data S_t_orag 3|
Kushal Datta, Samuel Madden, Tim Mattson, VLDB 201 INTELAIDEVEDN 2018



TileDB Concepts & Features

PHYSICAL ORGANIZATION

Logical View
space tile extents: 2x2
tile order: row-major
cell order: row-major

1 2 3 4

o |1 2

1 a bb cce

2 adna

31 4 6 7
e £gg | hhhh

1 #

Source: The TileDB Array Data Storagé Manager, S
Kushal Datta, Samuel Madden, Tim Mattson, VLDB

Files
(binary format)

al.tdb [01234567|

a2.tdpb |01 36 10 11 13 16|

a2 var.tdb [a bb ccc dddd e ff ggg hhhh |

coords . tdb | 1,1 1,2 1,4 2,3 3,1 4,2 3,3 3,4 |

File organization

my array B
. __consolidation lock.tdb

__array schema.tdb
_ 00332a0b8c6426153_1458759561320

=B a1.tan

—B a2.tdo

— a2 var.tdb

— __book keeping.tdb.gz
— ~_coords.tdb

L __tiledb fragment.tdb

INTEL A1 DEVCON 2018



TILEDB VIRTUAL FILE SYSTEM

C++, Python, R, Java API

C API
The virtual filesystem exposes |
. . ' C++
basic filesystem operations '
throu.gh an A.PI embedded in TileDB
the TileDB C interface

Virtual Filesystem -l—i—

Lets users write portable code : .
that moves between different  '------- i --------- i ........... $ I
file systems

Storage Backends




Applications

=
GENOMICS: THE DATA :

ATTCGGAGCATCGGAAATT .. Reference

AGTCGGATCATCGGAAATA -

TTTGAGATCATCGGAACTT - Samples

TTTCAGATCATCGGAAAGT -

Source: The TileDB Array Data Storagé Manager, S
Kushal Datta, Samuel Madden, Tim Mattson, VLDB
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Applications

F
GENOMICS: THE DATA :

ATTCGGAGCATCGGAAATT ..

Reference
G T A -
T GA T C Samples
T A T

G

We only store locations where samples differ

from the reference genome

Source: The TileDB Array Data Storagé Manager, S
Kushal Datta, Samuel Madden, Tim Mattson, VLDB

INTEL A1 DEVCON 2018



Applications >
GENOMICS: MappING ONTO TILEDB

Genome Positions (~3 Billion)

col-major
order

Samples
(millions)
_|
o
N
>
-
a
>
\

Source: The TileDB Array Data Storage Manager, S
Kushal Datta, Samuel Madden, Tim Mattson, VLDB



Applications

GENOMICS: GATK 4° :

GenomicsDB: A data management system built on top of TileDB
GenomicsDB was incorporated into GATK 4 from the Broad Genomics Institute.

Combine and Merge whole genomes for processing (units of 1K genomes)

GATK 3

. . 3K In
(Without genomicsDB)

6 weeks

[ : ... And without GenomicsDB, GATK3
GATK4 — 15Kin hung if they tried 15K samples
(With genomicsDB) Q : 2 weeks

]

I N N
*third part names are the property of their owners Weeks of CPU Time

Source: Broad Genomics Institute, 12/13/2017
https://www.youtube.com/watch?v=ap2aJKbJO
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APPLICATION:

VISUAL ANALYTICS: TDB, A LOSSLESS IMAGE FORMAT FOR VISUAL ANALYTICS
CHRISTINA STRONG, IAN ADAMS, ISHAKHA GUPTA-CLEDAT AND LUIS REMIS OF INTEL LABS AND THE VISUAL CLOUD ISTC

Store image pixels as a dense array in TileDB &

o jiﬁ'ﬁ Ftea-:l.+'$n:||:- "E-.peed | | | |
¥ PNG Read+Crop Speed
Images Feature Videos o 500 || 8@ Raw Read+Crop Speed )l; ]
Vectors E &9 TDB Read+Crop Speed ﬁf{f_ﬁ-’
I [ | 5 -
2 400 - - g
TDB l Visual Compute PNG g ,/l_r Lower i
Library JPG & 300 ’H;"' better
Analytic Ops TIFE z *#+f
¥ ¥ E _
TileDB OpenCV E 20T +j/ ,__-f-"'i |
Analytic Ops 5 /*/* _-;-;i
Z 100] } Mk*":__-_ i
- . v L
e Analytics integrated with storage. Example, load & crop: - ° & "
» TileDB loads only the tiles you need to crop. o 5 4 - LE 10 13 13 16 18

« Other formats must load the full image before the Resaluticn (23]
: Raw: Work from the OpenCV array of pixels ... no compression or meta-
Cropping can be done. data so this is not practical. Just a performance reference point
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The Future of TileDB

 TileDB: just a library so easy integration with your code.
 Uses a non-viral open source license (MIT License).

Version 1.2 released Q1'2018

Key Value Store

over sparse arrays
l Python Binding

/
JavaBinding _ [t'i 1 e] D B + C++ Binding

+ SPARK

HDES Backend AWS S3 Integration

Virtual File System
to abstract
Storage Support

 With TileDB, you get the best of both worlds:

— A growing open source communit
TileDB Inc website: https://tiledb.io >

plus commercial support when you need it.

INTEL A1 DEVCON 2018



CONCLUSION

e Alis of little value without lots of data.

 Think about how you should manage your data ... flat files will hurt
you sooner or later.

—You need a real data management system.

« Data storage engines should fit the data:
—One size does not fitall. < Polystores are the next big thing!!

* If you have Array data (and you probably do) give TileDB a try

INTEL A1 DEVCON 2018



GET THE CODE: WELOVE OPEN SOURCE CODE AT INTEL

e Polystore Data management systems
—BigDAWG (for DBMS researchers): https:// bigdawg.mit.edu/
—Mpyria (ready-to-use tool for data scientists): https:// myria.cs.washington.edu/

 TileDB storage engine for array data
—Intel Health/Life-sci repo (with genomicsDB): https:// github.com/Intel-HLS/TileDB
—TileDB Inc. repo (latest TileDB developments): https:// github.com/TileDB-Inc/TileDB

* Visual Data Management System and associated tools
—VDMS (Manage visual data): https://github.com/IntelLabs/vdms
—PMGD (graph DBMS for metadata): https://github.com/IntelLabs/pmgd
—VCL(visual data storage engine with TileDB): https://github.com/IntelLabs/vcl

INTEL A1 DEVCON 2018



Completing a session
evaluation in the

WIN >>>>> _. mobile app by
r 10:00 a.m. tomorrow
Aws DEEPI-ENS automatically enters
| ~ youinadrawing to win.

AIDEVCONAPPINTELCOM . Copies of the complete

sweepstakes rules
’ are available at the
dWs Concierge Desks.

|
!
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