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Cost effective model deployment using Intel Deep 
Learning Deployment Toolkit
How to deploy AI on your existing CPU



Deep Learning @ GE Healthcare CT

This Photo by Unknown Author is licensed under CC BY-SA

Tomo in the CAT scan machine
Credit: Grahm S. Jones/Columbus Zoo and Aquarium
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Computed Tomography (CT)
80+ million CT exams performed in United States each year 
source: IMV 2016 CT Market Outlook

14% of Emergency Department (ED) visits result in a CT scan 
source: “National Trends in Use of Computed Tomography in the Emergency Department.” Annals of Emergency Medicine. Nov 2011.

Common CT procedures
1. Abdomen/Pelvis
2. Brain
3. Neck or Spine
4. Chest
5. CT Angiography
source: IMV 2016 CT Market Outlook
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Healthcare expenditure and AI
Healthcare ROI

The promise of AI in healthcare –
• Fewer mistakes
• Better outcomes
• Higher productivity
… can it bend the cost-benefit slope?



AI and Healthcare Economics
80% of the cost of a CT exam is human labor
Source: Dissecting Costs of CT Study: Application of TDABC (Time-driven Activity-based Costing) in 
a Tertiary Academic Center. Anzai Y, Heilbrun ME2, Haas D, Boi L, Moshre K, Minoshima S, Kaplan 
R, Lee VS. 2017 Feb; 24(2):200-208. doi: 10.1016/j.acra.2016.11.001. Epub 2016 Dec 14.

Productivity = cost savings
Automation of routine tasks – AI is the enabler

Inference deployment – keep the costs down
• Deploy AI on existing CPU
• CPU-based inference allows embedded AI across the full 

range of our applications and products
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Reduce OpEx without increasing CapEx



AI: Putting the “See” in “CT”
Axial slice classification = Abdomen

Potential Use Cases
• Image quality optimization – anatomy specific techniques
• Quality Assurance – did I scan what I wanted to scan?
• Post-processing application selection
• Data tagging – for later retrieval, research, AI training
• Content-based retrieval  - compare to normals



CT Axial Image Classifier
Anatomy Dataset:
• 223 exams,  ~30,000 images
• each axial CT image labeled into 6 anatomic 

regions

S. Dutta, E. Gros.  Evaluation of the Impact of Deep Learning Architectural Components selection and Dataset Size on a Medical Imaging Task. SPIE Medical Imaging 2018
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Inference performance goal

Performance target: 100 images/sec or ~10msec latency
– up to 4 cores available without impacting the imaging pipeline

100 images/sec Tagged images Reviewinference

DICOM DICOM

Clinical Goal: Keep pace with the imaging pipeline



Baseline Benchmarking with Tensorflow
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Performance estimates were obtained prior to implementation of recent software patches and firmware updates intended to address exploits referred to as "Spectre" and "Meltdown." Implementation of these updates may make these results inapplicable to your device or system. Software and workloads
used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause
the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit: http://www.intel.com/performance.
Copyright © 2017, Intel Corporation
Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the
availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice
Configuration Details:
® Xeon® processor E5-2650 v4 at 2.20GHz, and configured with 264 GB of memory, Intel® Solid State Drive Data Center 480 GB, and CentOS Linux* 7.4.1708; Tensorflow version 1.4 Compiled with MKL-DNN. Model and Dataset: GE proprietary

http://www.intel.com/performance


1
2

Solution – Intel Deep Learning Deployment Toolkit® (Part of Intel® Open Vino™)
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Baseline Benchmarking with Intel® Deep Learning 
Deployment Toolkit® (Part of Intel Open Vino™)
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Performance estimates were obtained prior to implementation of recent software patches and firmware updates intended to address exploits referred to as "Spectre" and "Meltdown." Implementation of these updates may make these results inapplicable to your device or system. Software and workloads
used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause
the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit: http://www.intel.com/performance.
Copyright © 2017, Intel Corporation
Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the
availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice
Configuration Details:
® Xeon® processor E5-2650 v4 at 2.20GHz, and configured with 264 GB of memory, Intel® Solid State Drive Data Center 480 GB, and CentOS Linux* 7.4.1708; Tensorflow version 1.4 Compiled with MKL-DNN. Model and Dataset: GE proprietary
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Optimizations done on the GE Axial CT Model:

128x128 grayscale 
8-bit
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Results
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5.9X target performance

Performance estimates were obtained prior to implementation of recent software patches and firmware updates intended to address exploits referred to as "Spectre" and "Meltdown." Implementation of these updates may make these results inapplicable to your device or system. Software and workloads
used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause
the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit: http://www.intel.com/performance.
Copyright © 2017, Intel Corporation
Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the
availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice
Configuration Details:
® Xeon® processor E5-2650 v4 at 2.20GHz, and configured with 264 GB of memory, Intel® Solid State Drive Data Center 480 GB, and CentOS Linux* 7.4.1708; Tensorflow version 1.4 Compiled with MKL-DNN. Model and Dataset: GE proprietary
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Optimize/
Hetero

Inference-Engine
Support multiple devices
For heterogeneous flows

Device level optimization

Prepare
Optimize

Model Optimizer 
-Convert
-Optimize 
• node merging
• BN elimination
• Constant folding
• Horizontal fusion

-Prepare to inference

(device agnostic,
Generic optimization)

Inference

Inference-Engine
a lightweight API
To use in your 
application for
inference

MKL-
DNN

clDNN

CPU: 
Xeon/Core/Atom

GPU

FPGA

Myriad 2/X

DLA

Myriad

Train

Train a DL model

Extend

Inference-Engine
Support extensibility
And allow custom 
Kernels for various 
devices

Extensibility
C++

Extensibility
OpenCL

Extensibility
OpenCL/TBD

Extensibility
TBD

Deep Learning Deployment Toolkit (Part of Intel® Open Vino™ 



Deep Learning Deployment Toolkit Inference Workflow

Load model and weights
Set batch size (if needed)
Load Inference Plugin (CPU, GPU, FPGA)
Load network to plugin
Allocate input, output buffers

Fill input buffer with data
Run inference
Interpret output results

Initialization

Main loop

Initialize

• Fill Input
• Infer
• Interpret 

Output



AI portfolio

αAlpha available
†Beta available
‡ Future
*Other names and brands may be claimed as the property of others.
All products, computer systems, dates, and figures are preliminary based on current expectations, and are subject to change without notice.
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REASONING
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DIRECT OPTIMIZATION

Intel® MKL/MKL-DNN, 
clDNN, DAAL, Intel Python 

Distribution, etc.

Intel® nGraph™ Compiler α

NNP Transformer ‡ CPU Transformer
† Other



Summary
• Using Intel Deep Learning Deployment Toolkit®, we were able to 

achieve 6X the target performance, and 10X the performance 
over native Tensorflow without the need of add-in cards.

• Inference on CPUs provides GE the flexibility of deployment 
architecture. CPUs are ubiquitous in embedded devices, 
workstations and datacenter/cloud.

• DL DT can be used to efficiently deploy models on CPUs, Intel 
Integrated GPUs, FPGAs and Movidius inference accelerators.
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