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REINFORGEMENT LEARNING IN THE NEWS
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Playing Atari with Deep Reinforcement Learning

Volodymyr Mnih  Koray Kavukcuoglu David Silver Alex Graves loannis Antonoglou

Daan Wierstra Martin Riedmiller

DeepMind Technologies

‘The Soutn Korean professional Go player Lee Sedol reviews the matcn after finishing against Google's artificiaHntelligence program. AlphaGo.

How Google's AlphaGo
Beat a Go World Champion

Inside a man-versus-machine showdown

CHRISTOPHER MOYER | MAR 28,2016 TECHNOLOGY
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REINFORGEMENT LEARNING IN THE NEWS
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Deep Reinforcement Learning for Sepsis Treatment

10 Breakthrough Technologies Years +

A Deep Reinforcement Learning Chatbot

By experimenting,
computers are figuring
out how to do things that
no programmer could
teach them.

Composable Deep Reinforcement Learning
for Robotic Manipulation

Tuomas Haarnoja' Vitchyr Pong' Aurick Zhou' Murtaza Dalal Pieter Abbeel'? Sergey Levine' 'Berkeley Artificial
Intelligence Research, UC Berkeley, *Open Al

{haarnoja, vitchyr, azhou42, mdalal, pabbeel, svlevine}fberkeley.edu

Availability: 1to 2 years

by Will Knight
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THE REINFORGEMENT LEARNING SETTING
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WHAT PROBLEMS IS IT GOOD FOR?

== Very generic, can fit many problems
== Clear goal, but optimal actions are unknown
== Learning through interaction with a real/simulated environment

= | ow sample efficiency
= Training instability




CHALLENGES

Many RL algorithms. Which one should | use?
How do | train an agent on my environment?

How do | verify correctness? How do | debug?




COACH

Open source Python RL framework for Al agents development @ python’
and training - https://github.com/NervanaSystems/coach
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COACH

Open source Python RL framework for Al agents development @ python’
and training - https://github.com/NervanaSystems/coach

Potential users are students and researchers, or data scientists QO &
who would like to add a strong tool to their toolset QPR

Uses the CPU optimized Tensorflow version for training
agents efficiently on CPU
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AGENTS

Implements many state-of-the-art algorithms

Agent
[ \ 1 1
Value Optimization Policy Optimization DFP Imitation
[ I R R [
[ DQN [ DDQN [ MMC 1 PAL NAF Policy Gradient Actor Critic Behavioral Cloning
QR-DQN | | Bootstrapped NEC N-Step Categorical Y ¥
DQN Q-Learning DQN DDPG Clipped PPO PPO
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ENVIRONMENTS

Integrated with multiple simulation environments
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ADDING AN ENVIRONMENT
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@ def _take_action(self, ion_idx):...
def _update_state(self):...

def _restart_environment_episode(self,

STATE, REWARD




ADDING AN AGENT
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AGENT

def learn_from_batch(self, batch

def choose_action(self, T
EXPLORATION |  NETWORK
MEMORY POLCY | ARCHITECTURE
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DASHBOARD VISUALIZATION TOOL

Coach Dashboard
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DEMO




FUTURE PLANS

Z Composite agents
Z Hierarchical RL
Z StarCraft Il integration

Z New components and agents




WHAT NEXT?

* Ramp up
—Book: Reinforcement Learning: An Introduction by Sutton & Barto
—Videos: RL Course by David Silver on YouTube

—Code: RL Coach on https://github.com/NervanaSystems/coach

« Build your own agent / simulator

e (Contribute

L@
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WIN»»»>>>
AWS DEEPLENS

AIDEVCONAPP.INTEL.COM
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Completing a session

evaluation in the
mobile app by

10:00 a.m. tomorrow
automatically enters

you in a drawing to win.

Copies of the complete
sweepstakes rules

are available at the
Concierge Desks.







