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CNN in Mission-critical Applications 

1. Latency: streaming at batch size of 1

2. Power efficiency: particularly in embedded solutions 

3. Developer productivity: emergence of new hardware  

Autonomous driving

C. Chen, A. Seff, A. Kornhauser and J. Xiao. DeepDriving: Learning Affordance for Direct Perception in Autonomous Driving, ICCV2015.
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CNN Overview 

Top 10asplos.jpeg



Popular CNN Models



Accelerating Inference
Goal

A. Flexibly import model

B. Optimize FP computation

C. Deterministic low-latency (with Intel FPGA)

D. Increased developer-productivity 
(with Intel OpenVINO) 

Trained model

Model Optimizer



Field-Programmable Gate Array (FPGA)

Benefits:
• Flexibility 
• High-throughput
• Low-latency
• Power-efficient 

Why FPGA for CNN
• 1.5 TFLOPs floating-point performance (on 

A10)
• 8 TB/s on-chip memory bandwidth 
• Configurable compute units and I/O

Basic Contemporary

CLB: configurable logic block



1. Intel Programmable Accelerator Card
Programmable Accelerator Card (PAC) with Arria-10

• Low-power (50 W) add-in card
• Accelerates image recognition CNNs
• Configurable with reduced-precision arithmetic (FP8 … FP11)  



2. Software Stack



3. Development Toolkit - OpenVINO

Quantization 
Compression 
Scheduling 



CNN Inference: Complete Solution 
1. PAC hardware
2. Acceleration Stack software
3. OpenVINO developer toolkit

System Configuration 

Server PowerEdge R740xd 
with Intel PAC

CPU 2-socket Xeon Gold CPU 
@ 2.1GHz

RAM 196 GB

SSD 600 GB

OpenVINO



OpenVINO at work by UF Grad Students

Shreyas and Nirali. Thanks to Intel and Dell



Inference Performance with FP 11 Precision
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CNN in HEP
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Fast particle-prediction with deep learning 
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