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Intel oneAP| Al Analytics Toolkit
One Programming Model for Multiple Architectures & Vendors

technology the software
dossn't decide fior you

) Freadem to Make Your Best Application Workloads Need Diverse Hardware
+ Choose the best accelerated m::;'ll ||l I n % @!
Seamr Vestor Spatial Matrix

) Reslize all the Hardware Value
v Performance across CPU,

GPUs, FPGAs, and ather Middleware & Frameworks

acecelerdlers

) Develop & Deploy Software with

Peace of Mind
«  Open industry standards taistr el
provide 3 safe, clear path to aiabd
the futurs Initiative ; _ Product
« Compalible wilh existing oneAPI

languages and programming
models Including C++, Python,
SYCL, OpenMP. Fartran, and
MPI

Other acce
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Intel oneAP| Al Analytics Toolkit

Intel's oneAPl Implementation

) oneAP|
« A cross-architecture [anguage

basad an C++ and SYCL
standards

«  Powerfu libraries designed for
acceleration of
domain-specific functions

« Acomplets set af advanced
compliers, lbraries, and

porting, analysis and
gebugger Wools

Powered by oneAP|

Frameworks and middleware thal
are bl

using one or more of the cneAP)
industry

specification elemants, the
BPC++ language,

and |lWrarizs listed on oneapl.com

FaEea

Application Workloads Need Diverse Hardware

Middieware & Framewaorks (Powared by ens API)

PyTorch EEREER (™

I TenworFiow ﬁ:f: MumPy X SpanVING

intel” one APl Product
oneAPI

Languaies Arnalyeis & Detuig

Compatility Tool " - L - 2
= f Uata ParslialC+- Fodls

LowLeveal Hardware irtetisce
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Intel oneAPI Al Analytics Toolkit
Intel oneAP! Software Tools for Al & Analytics

The Intel oneAPI Al Analytics Toolkit (Al Kit), a powerful set of familiar Python* tools to accelerate
each step in the Al application pipeline.

Intel® oneAPI Toolkits

Al
AMALYTICE
TOOLEIT

Intsl® oneAPl Al Analytics Toalkit

A lemate machin Earomar & olata solEnt e
pulErer s Wil aptrressm Aneh iBa hing
fram=srk= & hilph-perfarming Pythan
TITF TS

M| o1 i flal = — il 1) Fit

Intel" oneAPI Base Toolkit

It Iintel” aneAPI Desn Matiral Metwotk 1 ilirsmng

[orhel BN, kel ™ el ol o v Coomyipsai g oy

Libiany lenetCLY, & iy 1 aned Pl Datg Aaillytics
L=y (onelial)

Cipthmile € prinsitives ToralgotThms and [rAmedark
dswveloprmemit

fnc fine Laarming & Snaly

Toolkit Powered by oneAPI

Intel” Distribution of OpenVINO™
Toolkit

eploy HEL peffarmpns mfeanae &
apiicaliiins lrom edge 1o Lol

" OpenViNG
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Intel oneAPI| Al Analytics Toolkit
Al Software Stack for Intel XPUs

Imtel offers a robust software stack to maximize performance of diverse workloads

Intel” oneAPI Intel’ DL/ML Tools

Al Analytics Toolkit OPE“V"E'O#
Toolkit

Develop DL models in Framewarks, _
ML & Analytics in Python Deploy DL

Middleware &

models Frameworks

Intel” oneAP] Base Toolkit Libraries &
Kernel Selection, Write, Customize Kernels Compiler

intel EY



Intel oneAP| Al Analytics Toolkit

Accelerate end-to-end Al and data analytics pi pelines with libraries optimized for Intel architectures

) Who Uses It?7

Data scientisls, Al researchers, Accelemmiad Data Frames
ML and DL developers, Al m
aEplication develepers

=T Bisinnation for Python

) Top Featuras/Benefits
« Drop-in acceleration for data
analytics and machine
learning warkllows with

compute-intensive Python __
S
+ Deep leaming performance Sy ared Ed2End Warkkoads

fer training and inference with . ..,.,..
Intel eptimized DL 1 c §
framawarks and ools

Sniprnerted Farchme o Aot illecMl e’

Get the Toolkit HERE o via these locations

intel EY



Intel oneAPI Al Analytics Toolkit
Key Features and Benetfits — a little teaser

A lerat d-to-end Al Accelerate end-10-and Al and Data Scienca pipelines, achieve drop-in acceleration
S1igsy NcLeierale enanbLenc with aptimized Python teols built using eneAP! libraries (1.2, oneMKL, oneDNN,
and Data Science pipelines I oneccl. oneDAL and more)

A ) | Achieve high-performance deep learing training and infarence with Intel-optimized
~nall High Performance TensorFlow and PyToreh versions, and lew-precision optimization with support for
R ' fp18, Int& and bilost]g

BENEFITS

. ' Expadita devalopment using ogsn solrce Intel-optimized pre-trainad daep

Wt/ Expec_nte teamning modals for best performance via Modz| Zoo for Intel@ Architecturs (IA)
=% development -

o Support cross-architecture

| _ b Supparts cress-archilecture development (Intel® CPUs/GPUS) and compule
development and campute

Faga ¥ intEI “



Intel oneAPI Al Analytics Toolkit |
High-Performance Deep Learning Using Intel Distribution of OpenVINO

7&%’&% for fast, more accurate real-world resuits using high-performance Al and computer vision
inference deployed into production on Intel XPU architectures (CPU, GPU, FPGA, VPU) fram edge to

cloud

Whao needs this
praduct?
Al application

devzlopers, OEMg, |15Vs,

System integrators,
Vislon ana Media
developers

) Top Features/Benefits

» High-performance
deep leaming
Inference
deployrmant

o Slreamlinad
devslopment; ease
of use

« Writz once, deploy
anywhares

1.BUILD

Trained Model

Caffe

WAL TH @.‘-'.Trf‘f

o RUTE

Open Modél Zoo

100 opeEn SouroEd and

2] coumited Dre-rraimed o es

B¢ sUSOOMBMG DdlBl e sy

2. OPTIMIZE 3. DEPLOY

T
P G
!"".- - ——

fnferance Eogpne NIRRT

aL=>

=YL ]

Pl (e e fy—
T i e ——
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Which tool should | use?
Use Both!

Toclkits are complementary to each other and recommendation is to use them both based on your
current phase of Al Journey

m Intel* oneAPI Al Analytics Toolkit

Faz 11

/: { am expioring and analyzing data; | am ‘\

developing models

= | wont performance and compatibility with

frameworks and librarfes 1 use

= | would l1ke 1o have drop-in acceleration
with little to no additional code changes

= | prefer not to learn any new tools 1
languoges

/

Data Scientist/ML Developer

.

/,- I om deploying modeis \

= | warnit leading performance and efficiency
ocross multple torger HW

* ['m cancemed about having lower memory
footprint, which is enitical for deployment

* | am comfortable with leaming and
adopting a new tool or AP lo db 50

)

App Developer

Intel® Distribution of OpenVINO™ toolkit

intel EY



Which tool should | use?

<& KEY VALUE

aw USERS

[E] s coses

= HARDWARE
= SUPPORT

Foga Vi

-

-

Intel oneAPI ai analytics toolkit

Frovides performance and easy integration across
end-lo-enhd dala science pipaline |
_ﬂ_ammu‘m compalibliity with open source FWKs and

Data Scientisls, Al Resaarchars, DLIML Develapers

Data Ingestion, data pre-processing, EfL-oparations
Madel traiming and inference |
Scaling to multi-Care / multi-nocies [ clustars

CPUs ~ Bata center, server, warkstation segments -
Intel® Xeon® and Cor=™ processors:
Fulure Intel Xe GPUs - Artic Sound/Ponte Vegchio

Intel distribution of Openvine toalkit

Provides high performance and efficiency for DL
mfenence solutions to deploy across Intel XPU
archiiectures fcloud toadge)
Sptimized package size for deployiment hased ofy
Memory raquirsments:

Al Application Develepers, Media atyd Vision Developers:

Inference applications for vision, speech, tex!, NLP
Media streaming / encode, decode

Scale acioss hardwara archilectures - edge, cloud,
datacanter, device

SPU = Intel Xeon, Core and Atom processars _
GPU - Inta)® Processor Graphics (Integratad), Intel®

[15®:Xe Max . - _
Graphics, Fuldre intel Xa8architacture Artic
Sound/Ponte Vagchlo

YPLI- NCS & Intal® Vision Accelerator Design Products
FPGA - Intel® Artia® 10 FRGA.
GNA = [nt=l® Gaussian & Neural Accelerator



Getting Started with Intel oneAPI Al Analytics Toolkit

(
[
|
|
[
1
|
[
T e, N s s
|« Visit Intal® Distribution | * « Intel Al Blog site b 1
. of oneAPI Al Analytics | « Webinars & articles | :. . - | __ :
cyptid e B & gﬁggfw?ﬁmmm i MLOps + intel oneAPI Al Analytics Toolkit |
1d Up-lo-date S vilk ot | i

| productinformation. || Performance |3 cnvra.io i
| » Relzase Notes : ¢ Benchmarks :. + chvig.io :
: : i I i
Lo m ] B e B e e e e et e et et e et e e iy
e e o o o o o e o e e e e e R e e e e e e e -l

|

il Q in the next slide we will focus on MLOps methodology
and cnvrg.io tool | .

Fama 13 ‘intel E‘.Y'



MLOps

What it is, Why it matters and how to implement it

MLOps is a set of practices for collaboration and communication between data scientists and
operations professionals to help manage production Machine Learning (or Deep Learning) lifecycle

The key phases of MLOps
fus MLOPS
1

_ | ( R )
Data gathering r MODEL MANAGEMEN y

Data analysis EXPERIMENT TRACKING
Data Transformation/Preparation

Made! training & development Sﬂqu_... Lnlmzlq — wmq__...

Model o Model Prodiction
~ P yersieriing  Degloyment . Manitoring

Model validation
Model serving

Madel manitoring

Model re-training

O NO O b WM~

Fiazo 14 il'itEl EY



MLOps
Key Features

EXPERIMENTAL IN NATURE

HYBRID TEAM COMPOSITION

* Implementing various
features
(hyperparameters,
parametars, and
modals)

* Track and manage the
data and the code
basz for reproduciblie
results

* Team usually Includes
data scientists or ML
researchars, who
focus on exploratory
data analysis, model
developrnent, and
expefimanialion

AUTOMATED DEPLOYMENT

BLANNING j

« Can't just deplay an
offline-trained ML
mode| as a prediction
sgIvice

* Need a multi-step
pipeline 1o
automatically retrain
and deploy a mode|

Foza 5

» Planning needs due o
degraded system
performance in
production dus to
suboptimal coding, but
also due to constantly
changing data profiles

TESTING [

* Testing an ML
System
nvolves model
validation, modsl
training, unit
testing and
integration testing

MONITORING

* Models in production
and summary
statistics of data 1hat
puilld model nesd o
e monitored

* Nead notifications or
3 roll-back process
wlien values deviale
from your
expectations

intel EY



MLOps
Focus on Continuous Integration, Continuous Deployment &

ContinuousTesting

Continuous
Integration (Cl) concerns
testing and validating both DATA PREP'
code and components, as P —
wall as data, data schemas Cota Ozth amzfyse & 204
and models

3

ngesion frczrafcemnn en Wl lellals)

Continuous

Deployment (CB) concams
a systerm [an ML uaining
pipeling) 1hat should
automatically distribute
another service (modet
prediction seryice) or ioll
back changes 1o a model

'MODEL CREATION

Tmaming (=3 Traming
oplmiiotian viels o ot soole

MO O A, U0 MOgDD

BUDUCY

j =

Py

-

=
a— -
) B
| -9 =
= 3
- -
= v
= =4
E A

-

i .
¥ d
& &
= -
: 3
&

L
y |

L0 Dy

FHneEtung &

Perlen i
ey TGV T T

Continuous Testing (CT)
concems the automatically
retraining and serving the
modals
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cnvrg.io
A Full Stack Machine Learning Operating System

enved.io was bullt by dala scientists,

for dala sclenlsts o streamline the

machine lgarning process in order 10

help teams to:

«  manage, bulld and automate
machine lzaming

o Uridge sclence and enginesrng

cnvrg.o'is the werld's most flexible
end-to-end machine learming
operating systam built to empower
Al gavelopers o bulld Pigh Impact
models, Taster, on any Al
infrastructure. With cnvra.ia, Al
developers are givan the freedom o
run Al workloads where it is faster
arnd most cost effective, Inhsll the
time,

Architecture

cnvig.lo

—— N
5]
F B 7 @&
: ; 2r]
DATASETS RESEARCH EXPERIMENT  guun  EEPLOY  MOMITOR
O T e B 1 &
L' ¥
— .
ol = ok Kaes (g

META SCHEDULER [/ CONTAINER PIPELINE MANAGEMENT

)

b ol =

INFRASTRUCTURE AND SCHEDULERS

&

A gt

L} = e

ﬁt 0 %‘gﬂﬂjmrr 0 Aevggm |

! } | ! T l
J

i

aws
awa

et |

3 / A Azure
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cnvrg.io

Key Features

Miops

utilization

dashbosard

Improve visibility

Increase infrastructure utilization by up
tc 80% with advanced resourece
management and visibility across all ML
runs

Monitor utilization, properly size the
compute components and visualize who
s using what, with extensive visualization
of cluster utilization

Users can develop thalrown models,
run experiments of their choice and
modify behaviar and code with
Jupyter noteboaoks (or RStudio,
V3Code)

New tools and utilities can be easily
Integrated into the platform

Launch and manage end-to-end
heterogeneous ML pipelines wheare each
component or stage (in a single pipeling)
can run on a different compute
architecture that is gptimized for the
specific use-case

oz 18

Better utilization of your infrastructure

Hardware vendor bring the highest
performance far bothyour Al tramning
and Inferencing workloads.

intel EY



cnvrg.io
Benefits

MAXIMIZE DATA
SCIENCE
PRODUCTIVITY

DECREASE IN
TECHNICAL COST

COLLABORATION & ADVANCED
RESOURCE MANAGEMENT &
VISIBILITY

QUICK INTEGRATION & SIMPLE
Ui ENTERPRISE-READY

SOFTWARE QU -DF=] ki-BOX

Al CIEATE
. ErAcl

OPTIMIZE SERVER
UTILIZATION

DEVELOPMENT &

DEPLOYMENTS

BENEFITS

FaEn 1@ intEI E.Y



Al Development & Deployment Workflow

a1

[ e Cnvrg.io

J Oplirmizs
T Plmitives
| feeDC
FWKs /

| Whdbaiellf
Teain DL
Model an
Inted CELY

Pick a
prE=tralned

Intererce

Re-1rin 3 an triined

L A0 AL
Fre-framea b T, Ty
rsist-
diptimizen

Fublicmodabs twmmd with sy Pl = Tr, Cathe, O MXNet o1
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Demo
cnvrg.io & MLOps & oneAPI Al Analytics Toolkit in action

Camputer Vision Model Training with '
'ResNet50.and the Chest X-ray Dataset aiﬂ steps

Tracking
- and
Monitoring
Resuilts

(1))

X ray classification

Foo &1 intEI “



Call to Actions

Download tools, setup the environment and try the Demao

Intel oneAP| Al Analytics Toolkit
\rooLKiT Download the Intel® oneAP| Al Analytics Toolkit

Al

Setup.cnvrg.io
Downlad an configure cnvrg

Try a Demo

hitps://aithub.com/oneapi-src/oneAr|-samples/iree/master/A

-and-Analyti

intel EY






